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Background

I Information retrieval: obtain information relevant to a user’s need
e.g, web pages, documents, images etc.

I Objective: information retrieval for biological datasets or experiments
• by ‘experiment’ we mean a collection of measurements from a set of
‘covariates’ and the associated ‘outcomes’
i.e., in general any experiment performed, e.g., to validate a hypothesis

in particular,
in functional genomics: microarray measurements from patients and healthy
persons
in toxicogenomics: post-treatment microarray measurements from cell lines,
and the associated toxicity values
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Searching relevant datasets: current status

run experiment → publish findings → release data to databank

e.g, to ArrayExpress for functional genomics experiments

http://www.ebi.ac.uk/arrayexpress/

I data ≡ measurements over covariates and outcomes + associated metadata
e.g., in functional genomics: disease, disease state, cell type
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Searching relevant datasets: current status

I search relevant scientific articles, use citations

I search relevant metadata (keywords) in databanks,
e.g., use experimental factor ontology

http://www.ebi.ac.uk/efo/
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Searching relevant datasets: issues

I metadata usually vary with user, e.g., cancer and carcinoma,
I metadata can often be incomplete,
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Searching relevant datasets: next step

I search by comparing the measurements not metadata (annotations),
e.g., for microarray datasets search with samples × probes matrix

“find unexpected things in addition to the already known things available for
metadata searches”

I the basic intuition is to compare characteristics of the measurements
e.g., are the same genes being enriched?
e.g., are the same genes being associated?
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Searching relevant datasets: next step

I utilize researcher’s expertise in retrieval in terms of modeling
by model we mean generative model, or posterior distribution over parameters

posterior ∝ likelihood (measurements) × prior (expertise)

I given model we can use marginal likelihood as a measure of similarity

probability(query dataset | model of earlier dataset)
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Searching relevant datasets: summary

release measurements + metadata + model to databank

A

B

C

A

B

C

Q

A,B,C?
Database

I however, hypothetical situation: we do not have models from researchers
pilot studies are based on fitting our own model on datasets
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Current work: background

• experiment ≡ collection of measurements over covariates and outcomes,
i.e., Ed = {(cdi , odi )}nd

i=1.
• each experiment Ed has been modeled asMd ,
• model ≡ a collection of posterior MCMC samples,
i.e.,Md = {θdk}md

k=1

model can be used for retrieval in different ways
1 explain query dataset Eq as combination of previous datasets (Faisal et al.)
2 given query modelMq, observe overlap with previous models (Dutta et al.)
3 rank existing models {Mi : i = 1, . . . , d , . . . ,D} in terms of marginal

likelihood

MLq|d = Ep(·|Ed )p(Eq|·)
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Current work: faster retrieval

given posterior samples

(unweighted average) M̂Lq|d = 1
md

∑md
k=1 p(Eq|θdk)

I however, evaluating md marginal likelihood can be expensive
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Current work: approach

I find fewer important samples that can be used for retrieval

(weighted average) M̃Lq|d ≈
∑md

k=1 wdkp(Eq|θdk)

where wd = [wd1, . . . ,wdmd ] is a vector of sparse weights (ideally) non-negative
and sum to one.

I learn the weights by preserving ranking with respect to M̂Lq|d
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Current work: optimization

• training set {Ed}Dd=1

• consider a triplet (i1, i2, i3) ∈ {1, . . . ,D}3,
use i3 ≡ q as query and rank the (i1, i2)

• without loss of generality, assume M̂Lq|i1 > M̂Lq|i2 , (unweighted average)
then ensure M̃Lq|i1 > M̃Lq|i2 , (weighted average) i.e.,∑

k

wi1kp(Eq|θi1k) >
∑
k

wi2kp(Eq|θi2k)

or,

[+p(Eq|θi11), . . . ,+p(Eq|θi1mi1
),−p(Eq|θi21), . . . ,−p(Eq|θi2mi2

)]

[wi11, . . . ,wi1mi1
,wi21, . . . ,wi2mi2

]> > 0

• each binary label corresponds to a triplet
• linear classification problem with sparse design matrix
• learn w = [w1, . . . ,wd ], weight vector for each experiment

• we don’t compute likelihoods but only log-likelihoods
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Preliminary results

I Landmine
29 experiments: two classes 16-13
each experiment is a classification problem
9 features, ∼500 samples

I Restaurant
119 experiments
each experiment is a regression problem
22 binary features, 3-18 samples
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Preliminary results: toxicogenomic data

• covariates: post treatment gene expression, outcome: toxicity
• 65 drugs (experiments), 26-44 cell lines (samples)
• 1000 genes (LINCS, Library of Integrated Network-based Cellular Signatures),
• associated toxicity (CTD2, Cancer Target Discovery and Development)
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Ack: Suleiman Ali Khan, HIIT; Aravind Subramanian, Broad Institute
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Summary

I general
retrieval of biological datasets or experiments
metadata driven search → content driven search
suggest releasing models, model captures expertise

I specific
reducing likelihood evaluation to speed up retrieval
preliminary results are promising

I ongoing
larger validation set: toxicogenomic datasets, ArrayExpress affymetrix dataset
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